Chapter 12

Does moderate alcohol intake
reduce mortality?

Hans Olav Melberg

Introduction

Several studies have shown that those consuming moderate amounts of
alcohol - less than a glass of wine, or a beer a day - have lower all-cause-
mortality than abstainers and heavy consumers (Doll et al. 2005, Gronbaek
et al. 1994, Ellison 2002, Corrao et al. 2000). This has been interpreted to
imply that moderate alcohol consumption causes a reduction in mortality
and it is sometimes labelled the J-curve hypothesis. In 1995, Ole-Jorgen Skog
warned against this inference when he wrote: “I belong to the subspecies of
stubborn alcohol researchers who still do not feel entirely comfortable with
mainstream interpretations of the J-curve. The reason for my discomfort is
2-fold - one pertaining to the causal nature of the curve, the other being re-
lated to the public health implications of a J-shaped curve” (Skog 1995).

In this paper I shall follow up on some of the ideas presented in Skog’s
comment from 1995 and his article on the J-curve from 1996. More spe-
cifically, I shall explore a new approach to the problem of isolating causal
relationships in non-experimental data. This approach will be used to test
the effects of moderate drinking on mortality, with special attention to
Skog’s argument about the importance of controlling for social isolation
and other confounders. :

I shall argue - as Skog also did in 1995 and 1996 - that despite the numer-
ous studies demonstrating a correlation, it is still too early to conclude that
moderate consumption of alcohol causally reduces mortality. First of all, one
should be cautious because there is good reason to suspect that the rela-
tionship is vulnerable to confounders. The more of these we control for, the
smaller the difference between non-drinkers and drinkers of alcohol become
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(Fillmore et al. 2006). In the tests carried out in this paper the relationship
disappears after controlling for confounders. Second, I shall argue that there
are still interesting statistical problems that need to be solved before more
reliable tests can be carried out.

Background

The relationship between alcohol and mortality has been studied for at least
one hundred years (For a survey of the historical literature, see Klatsky
2002). Initially some argued that alcohol consumption increased mortality
by weakening the heart muscle. Later, the interest focused on the association
between alcohol and vitamin deficiency and how this affected the function-
ing of the heart. In this early literature there was an implicit assumption of
monotonicity. Since heavy alcohol consumption was bad, moderate alcohol
consumption was assumed to be unhealthy

The fact that heavy consumption leads to higher mortality is not very
strong evidence against moderate use of alcohol. This was noted quite early
by Pearl (1926) who presented observational data indicting that moderate
alcohol consumers had lower mortality rates than both abstainers and heavy
consumers. The causal nature of this constant conjunction is open to at least
two kinds of criticism. First of all, there could be confounding variables.
Second, Pearl did not specify a causal mechanism. The following literature
can be viewed as trying to close this gap by testing out various confounders,
applying more sophisticated statistical methods, and trying to uncover the
potential causal mechanisms.

As the literature grew, it became clear that the association between mod-
erate alcohol consumption and reduced mortality was robust to several pos-
sible confounders. In a major article on the topic right before Skog's article,
Rehm and Sempos (1995) concluded that neither age, nor gender reversed
the relationship. Admittedly, the beneficial effects of alcohol seemed to be
largest for middle-aged males and small for young females, but the rela-
tionship was not reversed. The relationship also held after controlling for
smoking, previous alcohol consumption, and some dietary habits. More
controversially, they also concluded that the J-curve was robust with respect
to the so called “sick-quitter-hypothesis”. In several articles, Shaper and
Wanamethee (1988; 1989) had suggested that the J-curve could be explained
by the fact that the abstainers included a significant group of individuals
with diseases and that few previous studies had accounted for this. How-
ever, Rehm and Sempos noted that several articles had found that the ben-
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eficial effects of moderate alcohol consumption remained even after control-
ling for diseases and other confounding factors.

In addition to the finding that the correlation is robust to several poten-
tial confounders, experimental studies have identified at least two possible
causal mechanisms (Standridge, Zylstra and Adams 2004). First of all al-
cohol reduces the risk of heart problems because it raises the level of high
density lipoprotein which, in turn, removes fat in blood vessels. Second,
alcohol reduces coagulation, which in some cases may be beneficial for peo-
ple with heart problems. At high consumption levels these beneficial effects
are outweighed by an increase in other risks associated with alcohol such
as cancer, liver problems and other alcohol-related diseases (Room, Babor
and Rehm 2005), but at moderate levels there was experimental evidence for
several causal mechanism implying that moderate amounts of alcohol could
have positive health effects.

When Skog wrote his article, the evidence seemed to indicate that there
really was a causal relationship, and therefore, it was quite a bold move to
argue that he was not comfortable with mainstream interpretations. Still, the
article had a major impact because it demonstrated both the underlying prob-
lems that led one to suspect the existence of further confounders, as well as
bringing up a previously ignored issue: How research about the optimal level
of alcohol consumption at the individual level could not simply be translated
into recommendations about alcohol consumption at the aggregate level. This
last contribution is important and it is frequently quoted by others. It implies
that the optimal average consumption for a country will most likely be dif-
ferent from the optimal level of consumption for an individual. The reason
is simply that heavy consumers are unlikely to cut their consumption down
to the optimal level, and if the abstainers start to adjust their consumption
upwards to the optimal level this will create a “wet culture” that, in turn, will
lead some moderate consumers to become heavy consumers. Hence, to pre-
vent too many heavy consumers, the optimal average consumption of alco-
hol in a country is likely to be lower than the optimal amount for an average
individual. This is an interesting and important argument, but the focus in
this paper is on the first of Skog’s arguments - the problem of confounding.

Social integration as a confounder

People who do not drink alcohol typically do so for a reason. This makes it
difficult to interpret observed correlations as causal relationships because the
reasons for not drinking could be correlated with mortality. This is obvious

-193 -



Hans Olav Melberg

in the case of certain diseases. Having a disease is a reason why some people
do not drink alcohol, as well as a cause of higher mortality. Less obviously,
Skog argued that social factors also could create a spurious correlation be-
tween alcohol consumption and mortality. Both abstainers and heavy drink-
ers tend to have weak social networks. If social isolation increases mortality,
the higher mortality among abstainers should not be attributed to the lack of
alcohol consumption but to the effects of social isolation.

Skog did not only suggest the possibility of a confounding factor. Build-
ing on his previous work on social networks and alcohol consumption, he
formally demonstrated that social factors could create the J-curve pattern
(Skog 1980). To support his claim he also presented a numerical example
which demonstrated the potential importance of these factors. However, he
did not have the data to test the empirical significance of social integration.
This was also a problem for others in the field who acknowledged the im-
portance of his point, but admitted that the only variable related to social
integration they could control for was martial status (Rehm and Sempos
1995). New datasets have changed this and combined with a new method-
ology, it is now possible to follow up on Skog's suggestion and empirically
investigate the importance of social integration.

The dataset that will be used is from the Health and Lifestyle Survey
(HALS) organized by the University of Cambridge Clinical School. The
original dataset consists of a large representative sample of 9 003 adult in-
dividuals living in the UK who were interviewed in 1984/85. Based on the
respondents own answers, 11.5% were abstainers, 19.5% used alcohol on
special occasions (Christmas, weddings), 44.4% were occasional drinkers
and 24.6% were regular drinkers. The last two categories (occasional and
regular drinkers) are classified as “drinkers” in this paper. The survey also
included a question about previous drinking habits. Hence, to isolate the
effects of moderate alcohol consumption, former drinkers were excluded
from the non-drinking group (6.2% of the sample) and both current and
former heavy drinkers were excluded in the analysis (2.3% of the sample).
In addition to the interview, nurses collected physiological measures like
blood pressure and respiratory functions from 82% of the sample. Finally,

'88.6% of the respondents filled in a self-report booklet with questions used
to assess personality and psychiatric status. After the exclusions and non-
responses, the analysis was carried out on a sample of between 4 079 and
5 512 individuals, the difference depending mainly on whether questions
related to physical measurements collected by a nurse were included in
the analysis.
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Information about the date and cause of death on these individuals is
recorded in a separate data file and the last update is from May 2003. By
that time 24.1% of the individuals had passed away. The data are publicly
available and more information about the selection process and representa-
tiveness can be found in the Users’ manual to the survey and the data.

In order to analyse this data, I will use a method developed by Rubin and
Rosenbaum (1983) which explicitly focuses on the problem of how to isolate
causality when faced with non-experimental data. The method is called pro-
pensity score analysis, but to explain what it does, it is necessary to take a
short detour into the history of statistics.

Statistics and the measurement of causal effects

Statistical views on causation and the measurement of causation in obser-
vational data have been surveyed in two published debates from 1986 and
1999 (Holland 1986, Rosenbaum 1999). In this literature causal effects are
defined counterfactually as the difference between the outcome when the
individual receives a treatment and when she does not receive a treatment.
In the current context, treatment is defined as “moderate drinking of alco-
hol” and the outcome is the risk of dying before May 2003. Formally, the
causal effect of alcohol for an individual (i) could then be measured by:

A@) =X~ Y,() (1)

Where Y, is the risk of dying if you do not use alcohol and Y, is the risk of
dying if you consume moderate amounts of alcohol.

The problem is that it is impossible to observe both these values. A person
cannot drink alcohol and abstain at the same time, so one piece of information
is always missing. This is sometimes called the fundamental problem of causal
inference and in order to get around this problem itis necessary to impose some
assumptions on the problem. One such approach is to restrict our attention to
the overall expected effect of treatment within a population. For instance, one
might want to know the overall expected effect of drinking alcohol:

EQN)=EX)-EY) - @

Although this approach avoids the problem of reference to individuals who
receive both treatments at the same time, it is not enough since the expres-
sion above does not correspond to the information we find in the data. All
we observe is the death rate in the two groups, not what it would have been
if the groups had been different. Let D=1 indicate that the individual receives
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the treatment (i.e., moderate alcohol consumption) and D=0 indicate absten-
tion. Formally, from observed variables we can estimate the outcome for
those who drink alcohol and those who abstain:

E(Y | D=1)

(3)

E(Y,| D=0)
The question is then if and how we can use the information on observed
mortality from (3) to estimate unobserved components in (2) that are need-
ed to find the effect of moderate alcohol consumption. |

One possible answer can be found in basic statistical theory which tells
us that if the outcome (Y) is independent of the selection into treatments
(D) then

E(X|D=1)=E(Y)

(3)

E(Y, | D=0)=E(Y,)

That is, the observed average outcome for the selected group is an unbi-
ased estimator of the outcome for the whole group as long as the method of
selecting members to the groups is independent of the mortality rates. As
long as this is true we can write the expected effect of alcohol on mortality in
terms of variables that can be estimated from the observed data:

E(A)=EX|D=1)-E(,|D=0) (4)

In summation, it is possible get an estimate of causal effects by restricting
attention to overall net average treatment results and by making sure that
the way individuals are selected into the different treatments is independ-
ent of the outcome of the treatment (the assumption of independence).

To focus only on the overall net effect is a restrictive assumption
(Heckman and Vytlacil 2001). When investigating the effects of a treatment
one might be interested in many other variables. For instance, assume that
the treatment - drinking alcohol ~ has strong beneficial effects for a small
minority while the majority experience no change or even a slight increase
in mortality. In this case one might want to know about the probability of
the treatment to increase the client’s problems, how many this applies to,
and how strong the various effects are for the sub-groups. These questions
cannot be answered by examining the overall expected effect. What we ide-
ally would like to have is knowledge about the whole distribution of the
parameter we are interested in. However, unable to find all the information,
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we settle for the second best solution of trying to at least identify the overall
expected effect, and the key to this seems to be independence between the
selection mechanisms and the outcome.

How do we make sure that the selection into treatment is independent of
the outcome and is there any reason to expect that they are not independent
in observational studies? In an experiment the independence between the
outcome and the selection method is ensured by using a random selection
mechanism. As long as the selection is done in this way, the mechanism does
not (on average) generate any systematic differences between those receiv-
ing the treatment and the control group. In observational studies the situa-
tion is different. If there is external selection, then the rules often distinguish
between cases in a way that implies sending hard cases to one treatment
while easier cases remain in the control group. If there is self-selection, it is
plausible that people tend to select the treatment that they expect to work
best for them. In both cases there is a relationship between the mechanism of
selection and the final outcome and it would be wrong to use the observed
difference between the groups as an unbiased estimate of the causal effect.

From the arguments above one might tend to think that conclusions based
on observational data are of little value since they are likely to be biased be-
cause of selection effects. Conclusions from randomized experiments, on the
other hand, provide convincing evidence on the effects of different treat-
ments. In the medical community some even argue that “science recognize
today that randomization is the only valid method of comparing the effects
of different treatments” (Barer 1994). With this starting point little can be
said about the effects of alcohol since it is difficult to imagine a large study in
which people are randomized into a life of abstention or moderate drinking.

The claim that knowledge can only be found by randomized experiments
ignores the fact that statistical methods might be used to adjust for selection
effects in observational data. This has been an active field of research during
the past 30 years, and the many methods trying to deal with selection bias
in observational studies can be divided into two main groups. First, there
are some methods that rely on regression techniques that are modified to
take selection into account (the regression approach). An example of this is
estimation using the method of two-stage least squares (Heckman 1979). The
second general approach tries to extract and compare subgroups of similar
people from each treatment (matching). For instance, if it is claimed that the
overall result is biased because one groups consists of individuals with higher
than average mortality, one might exclude these cases and compare only the
results for the individuals who are similar except for their drinking habits.
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The regression approach has been criticized for relying on extreme extra-
polations and inference into areas in which there are few or no observations
(Rosenbaum and Rubin 1983). Moreover, it is claimed, these extrapolations
are done without due warning to the researcher. A regression equation
produces a result without telling the reader about the number of observa-
tions in the neighborhood in which the inference is made. The regression
approach also usually assumes a specific functional form, often linearity.
Some also complain about the distributional assumptions needed to justify
a regression - for instance that the errors are independent and normally
distributed. Finally, sometimes the result of a regression is difficult to inter-
pret, especially for non-experts.

Comparing sub-groups of similar individuals avoids some of the prob-
lems described above. It is easy to interpret for non-experts, the method ex-
plicitly focuses on the number of individuals in each group thus warning
the researcher about the possibility of extreme extrapolation, and it does not
rely on the same assumptions about linearity and error distribution implied
in the regression models. There is, however, one problem that is almost fatal:
When the number of variables grows, the number of groups we must com-
pare grows exponentially. Distinguishing between males and females is easy
(two groups), but if we add a second variable - say age - we must use four
groups. Adding another variable - e.g. level of psychiatric problems - in-
creases the number of groups to be compared to eight (e.g. young males with
psychiatric problems vs. old females with few psychiatric problems). Add-
ing yet another variable increases the number of groups to 16. In general, the
problem is that if the number of variables we want to control for (n) increases
the number of groups rapidly becomes very large (2") and we are unlikely to
have enough observations in each group to draw any reliable conclusions.

Rosenbaum and Rubin’s Propensity Scores

In an article from 1983 Rosenbaum and Rubin claim to have an answer to
the “2n-problem” or the curse of dimensionality, as it is sometimes labeled.
The basic idea is very simple. In general we want to compare the outcomes
for individuals who are as similar as possible but who have received differ-
ent treatments. The question is then how we define similarity. The standard
reply is to create groups that are similar in all dimensions (gender, age,
previous diseases and so on). An alternative approach would be to aggre-
gate all the supposed confounding variables in a single variable and then
compare the individuals who have similar values on this variable. This is
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essentially what Rosenbaum and Rubin do, but to understand exactly how,
why and when this gives unbiased results more elaboration is needed (for
a basic and applied introduction to propensity score analysis, see Dehejia
and Wahba 2002, D’ Agostino 1998, Rubin 1997).

Assume that we have a set of variables (denote the set X) - such as age,
gender, previous use of alcohol, psychiatric problems-that we believe con-
taminate the overall result when we compare the mortality of two groups.
Instead of trying to compare individuals who have similar values on all the
confounding variables, we will use all the variables (X) to construct what is
called the propensity score. This is the estimated probability that a person
drinks alcohol given the values on all the confounding variables. In the data-
set we observe who abstains and who drinks - and their characteristics - so
in order to find the estimated probability of consuming alcohol (given the
values on his or her X variables) we can use logistic regression of the con-
founding selection variables (X) on D (D is here 0 or 1 depending on whether
the person drinks alcohol or not). This gives us an estimate of the probability
that a person drinks alcohol given his gender, age, previous disease history,
psychiatric profile and whatever else we believe might be different between
drinkers and non-drinkers which also affect the mortality rate.

After working out the propensity score for each individual, the next
step is to compare individuals with similar propensity scores to estimate
what the result would have been without treatment. In terms of equation
(1), we construct the counterfactual result Y (i) by using the outcome from
similar individuals, but who differ in terms of whether they drink or not.
This can be done in many ways - comparing only pairs of individuals with
similar propensity scores, comparing treated individuals to several of its
closest non-treated neighbors, comparison with closest neighbors weighted
by some function in which the most similar individuals get more weight
and many other matching methods. In simulation studies these different
methods tend to give the same results in large samples. The overall expected
treatment effect can then be estimated by taking the average of all the indi-
vidual differences. One should note that unlike randomized social experi-
ments, this approach to measuring the causal effect gives information about
the whole distribution of the parameter we are interested in. Each individual
who drinks alcohol is assigned a counterfactual value and we can answer
questions about how many actually benefit (or not) from the treatment and
by how much.

Why should we expect this to produce an unbiased estimate of the treat-
ment effect? Based on the formal proof by Rubin and Rosenbaum, it is possible
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to give an intuitive account of why the procedure works. In the data there are
probably some individuals who have a high probability of drinking alcohol
given their characteristics (gender, age and so on), but who in fact abstained.
These people are similar to some who drink alcohol moderately in the sense
that they have almost identical propensity scores. Assuming we have man-
aged to identify all the important confounders, it is as if we have two similar
individuals and used a random mechanism to assign them either to be in the
group that abstains or the group that drinks alcohol. For this pair, all depend-
ence between the selection mechanism and the outcome has been eliminated
and - as with randomization - the estimated treatment effect is unbiased.

Results
If one simply splits the end sample into current and former moderate drink-
ers (75% of the sample) and lifetime nondrinkers (abstainers/special occa-
sion drinkers, 25%), there is a clear tendency for higher mortality among
the abstainers. 34.7% of those identified as non-drinkers in 1984/5 had died
19 years later. In comparison, among those respondents classified as mod-
erate drinkers, 20.1% were dead. Obviously, a large part of this difference
can be explained by confounders such as age (old people drink less and
have higher mortality rates) and other well known factors associated with
mortality (Balia and Jones 2004). In the first step of the analysis the mortal-
ity was adjusted for some of these factors (age, gender, income, type and
regularity of breakfasts, sleeping habits, consumption of nuts and juice).
After adjusting for several such factors believed to influence mortality
rates using the propensity score method described, the difference between
abstainers and moderate drinkers is reversed. The applied work was done
in Stata using the psmatch2 command developed by Leuven and Sianesi
2003. The unadjusted difference between the groups was about 14% in fa-
vour of the drinkers, but after the first adjustment the difference is 0.1%
in favour of the abstainers (see figure 1). The adjusted difference between
drinkers and non-drinkers is too small to be statistically significant, but
the change from the unadjusted figure is large and significant. This large
change demonstrates the importance of adjusting important confounders
in order to isolate the effects of alcohol.
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After adjusting for

age, gender, I
smoking, food

... and diseases, I
disabilities
... and social
integration
15 % 10 % 5% 0% 5%

* Percentage difference in deaths among drinkers compared to non-drinkers 19 years after
the interview

Figure 1. Effects of moderate consumption of alcohol on mortality*

The second step of the analysis adjusted not only for age, gender and
other characteristics, but also factors relating to the “sick quitter hypothesis”
(disabilities, body mass index, blood preassure, lung capacity, pulse, past
history of diseases like stroke, other heart problems, and diabetes). People
with diseases or disabilities often drink very little and at the same time they
have naturally high mortality rates. After including these variables in the
analysis, the difference between the abstainers and drinkers became slight-
ly larger, going from 0.1% to 0.3% in favour of abstainers. Finally, taking
several indicators of social isolation into account produced an even larg-
er change, making the difference in favour of the abstainers about 1%. In
other words, when comparing like-with-like, the percentage of deaths
among those drinking alcohol is estimated to go down by 1% from 20.8% to
19.8% in an alternative world with no drinking.

To interpret these numbers, note that there are 3 125 moderate drinkers
in the final sample and 636 (20.8%) of these had died before May 2003. A re-
duction to from 20.8% to 19.8% implies that if none of the 3125 drinkers had
used alcohol, there would have been 31 fewer deaths by May 2003. That is, a
reduction in 5% in the number of deaths among moderate alcohol consum-
ers - from 636 to 605.
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Discussion

The results show that the impact of social isolation is in the expected direc-
tion, but the effect is modest compared to the change after adjusting for
age, gender and other standard variables relating to mortality. Other studies
trying to test Skog’s suggestion on social isolation did not find statistically
significant effects (Murray et al. 1999, Greenfield, Rehm and Rogers 2002).
Moreover, unlike the current study, they found that moderate consumption
of alcohol reduced mortality. Reflecting upon the possible reasons for this
brings up an interesting statistical problem.

Recall Skog's argument that social isolation would be high among both
non-drinkers and heavy drinkers. In other words, there is a non-linear
relationship between mortality and social isolation - a pattern that looks like
a J-shaped curve. The question is then whether the methods used are able
to pick up or adjust for such relationships. For instance, in the propensity
score approach it is common to use logistic regression to estimate the prob-
ability that a person drinks alcohol. Logistic regression assumes that the
relationship between the dependent variable (mortality) and the variables
believed to influence mortality - such as age and social isolation - looks like
an extended “S”. At low values changes in the variable (e.g. social isolation)
will not produce large changes in mortality, in the middle small changes can
have large effects, but towards the end the effect of changes in the variable
is once again small. This seems to produce a problem: The theory - and em-
pirical evidence - says that we have a J-shaped relationship, but in the sta-
tistical approach testing for this, we assume that it is S-shaped. How much
of a problem is this? In the empirical application presented in this paper, the
problem is reduced - but not eliminated - by excluding heavy drinkers from
the analysis. This means that the upper part of the “S” is partly removed and
the “S” looks more like a “J”, but it is far from perfect.

Similar statistical problems also appear in the more standard approach
used in the literature - survival analysis. In addition to all the standard as-
sumptions used in survival analysis, statisticians have pointed out that a
common method testing for the existence of a J-curve relationship is flawed
(Goethghebeur and Pocock 1995). In a paper that is almost never cited in the
substance abuse literature, they present two problems that lead us too easily
to conclude that there is a J-shaped relationship. The first reason is simply
that there are often very few observations in the tail. A high value might
just be the result of random variations in a small group. Given the number
of studies and observations, this does not seem to be likely in the case of -
mortality among abstainers.
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The second reason is more interesting. Assume one tries to fit a function
to some points that follow the general J-shaped pattern. It may well be the -
case that a quadratic function fits the points quite well, but the reason for
this good fit may have more to do with the pattern on the right hand side
(e.g. the increasing mortality associated with alcohol), than the fit to the left
of the nadir. That is, we may end up selecting a function that confirms the
J-curve because it gives the best fit for the many observations to the right
of the turning-point. It would then be wrong to put much emphasis on the
predictions to the left of the turning point.

In brief, there are still unsolved statistical problems here - how to quan-
tify the problem of only using only approximately correct assumptions and
how to implement approaches which allow more flexible functional forms
between the variables. In addition to the other problems - such as trying to
control for patterns of drinking as well as average consumption, and mod-
eling more complex webs of causal interactions (Rehm 2000) - I believe this
is one area that should be further explored in order to capture the true rela-
tionship between alcohol and mortality.

Limitations

Do the results above imply that there is no J-curve and that moderate
consumption of alcohol increases mortality? Before making such a strong
conclusion it is necessary to examine the results more closely.

First of all, the uncertainty associated with the results is quite large.
Using bootstrapping techniques to estimate the confidence intervals, the
95% confidence interval for the effect of moderate alcohol consumption goes
from a negative effect (1.8% fewer deaths) and up to a positive effect of 3.9%
more deaths. This indicates that there is quite a lot of uncertainty associated
with the results. "

Second, it is necessary to analyse the extent to which the propensity score
method manages to adjust for the confounders. Table 1 shows that the drink-
ers and non-drinkers were statistically significantly different on many vari-
ables before adjustment. For instance, before adjustment the average age
among the drinkers was 45, while it was 54 among the non-drinkers. After
creating groups of similar individuals, the age difference is eliminated. Over-
all the groups were different on 18 of 26 possible confounders before adjust-
ment. After trying to create pairs of similar individuals, the two groups dif-
fered significantly on only 3 variables, and even for these three variables the
difference between the drinkers and non-drinkers was reduced by at least
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70%. In short, the table shows that the bias due to the observed confounding
variables has been eliminated or greatly reduced after matching.

Table 1. Overview of important confounding variables, averages, and bias reduction
Average Percent | Reduc-
Average for | for non- differ- |tionin |p-
Variable ‘| Sample drinkers drinkers ence bias (%) | value
Age Unmatched 4478 54,42 -56,5 0,00
Matched 45,17 45,42 -1,4 97,4 0,21
Gender Unmatched 0,53 0,25 60,0 0,00
Matched 0,52 0,52 0,9 98,5 0,36
Income Unmatched 5,58 445 454 0,00
Matched 5,50 5,39 4,6 89,9 0,02
Smoking Unmatched 0,35 0,27 18,4 0,00
Matched 0,35, 0,32 4.8 73,8 0,04
Disabilities Unmatched 0,29 0,36 -13,0 0,00
Matched 0,30 0,31 -3,4 73,5 0,23
Body Mass Index | Unmatched 24,50 25,08 -13,7 0,00
Matched 24,54 24,52 0,6 95,3 0,89
Heart trouble Unmatched 0,07 0,10 -10,6 0,00
Matched 0,07 0,08 -3,0 72,2 0,24
Depression/
Nervous illness | Unmatched 0,18 0,22 -10,4 0,00
Matched 0,18 0,17 1,8 82,7 0,67
High blood Unmatched 0,14 0,21 -18,7 0,00
pressure Matched 0,15 0,14 2,7 85,7 0,51
Index of social Unmatched 4,05 3,99 2,6 0,47
isolation
(family)* Matched 4,07 413 23 11,6 0,33
Index of Unmatched 3,50 3,01 21,3 0,00
social isolation
(friends)* Matched 3,43 3,32 48 77,6 0,02
Quality of Unmatched 19,89 19,75 6,0 0,09
personal relation-
ships (index)* Matched 19,88 19,91 -1,0 82,6 0,75
Feelings of Unmatched 0,41 0,51 -13,8 0,00
loneliness Matched 041 0,41 0,5 96,5 0,91

* These indexes were constructed using questions about the frequency of contacts with
family, friends, and the degree to which the individuals felt these contacts were support-

ive and important

A third potential problem is data quality and validity. For instance, given
that the information used is from one point in time, one might question
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whether these answers are representative for the individual. A 20-year-old
individual engaged in physical exercise could quit soon after the survey.
This information would be relevant for estimating his mortality, but it is not
available. More generally, it may not be valid to take the answers given in
1984 /5 as indicators of the lifetime-characteristics we are interested in. This
is an important criticism and there is no point in denying that one would
have liked to have annual information on all the variables. However, one
might argue that at least some of the variables are of a permanent nature
- disabilities and permanent illnesses remain over time; a past history of
heart problems does not go away the next year.

Fourth, the method used to isolate causality could be criticized for not
exploiting all the information that is in the data. Assume we wait 100 years
and all the individuals in the sample have passed away. Then there will be
no relative difference between drinkers and abstainers in terms of the share
of deaths in the two groups. This illustrates that the method does not fully
exploit information about the timing of the deaths. It could be adapted to
take account of this by using “age at death” as the outcome variable, but
as long as only a minority of the sample is dead, this is not a good option.
Another option is exclude those who are so old that they were likely to pass
away within the time period. It turns out that re-running the analysis after
excluding those who were above 70 years old in 1984/85 produced almost
the exact same difference: Moderate drinking increased the percentage of
fatalities in the group by 1%. However, when running separate analyses for
men and women (excluding those above 70), the males weakly benefited
from alcohol consumption, while the females did not. None of the results
were statistically significant. Note that in this case “not significant” does not
imply “not interesting.” Many studies claim that alcohol is a significant fac-
tor and a test showing the opposite is interesting in itself. However, while
running the analysis on sub-groups of age and gender may give a better pic-
ture, it does not change the fact that the method throws away some informa-
tion that standard survival analysis manages to include. On the other hand,
survival analysis makes a number of other assumptions that can cause prob-
lems. Given that different methods makes different assumptions and have
different strengths and weaknesses it makes sense to explore the issue using
a variety of methods.

Fifth, and finally, there is the problem of intermediary variables. Assume
we have the following causal relationship: alcohol - depression = mor-
tality. Viewing depression as a separate causal variable means that we as-
sign it some independent causal effect and eliminate this from the overall
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relationship between alcohol and mortality. However, if depression itself is
caused by alcohol, it seems wrong to eliminate it. We want to measure the
gross effect of alcohol on mortality and if depression is caused by alcohol
this effect should also be included, not eliminated. Hence, adjusting for vari-
ables that themselves are caused by alcohol use, leads to underestimation
of the true effect of alcohol. Since some such intermediary variables have
been included in the analysis, one may argue that the result is flawed. This
is true, but as shown in figure 1 the reported results do not change much
when some of the additional variables - some of which are intermediary
like blood pressure and depression - are included. Second, the relationship
between the intermediary variables and alcohol is not perfect in the sense
that depression can be caused by many other factors than alcohol. Hence, to
the extent that it has an independent causal effect it becomes important to
control for it before measuring the effects of alcohol.

Conclusion

There are no magjical bullets for isolating causal effects in observational data
and in the conclusion of his article on the J-curve, Skog himself argued in
favour of trying out several different methods. He also suggested that ag-
gregate time-series analysis could be used to avoid some of the selection
effects that create problems for the analysis of individual-level data. This
suggestion has also been quite influential, inspiring a number of studies on
the relationship between alcohol consumption and mortality (for a review,
see Norstrom and Ramstedt 2005). In this paper a different approach has
been explored in order to adjust for selection problems - propensity score
analysis. Using this approach I did not find that moderate consumption of
alcohol was causally important to reduce mortality. However, the paper
also showed that the uncertainties are still large and that important method-
ological and data problems need to be solved before it is possible to draw
more certain conclusions.
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